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Краткое описание   

The article presents the model of neural network in the form of rank configuration. The neurons are 

assumed to be the nodes of simplex, which presents a rank configuration, and the weights of the neural 

network are the edges of this simplex in the proposed model. Edges of simplex are marked by ranks of 

the weights. This approach allows us to evaluate the adequacy of rank configurations to make decisions 

on a system that already had proven effective in this application. Also such model gives an opportunity 

to present neurons as binary codes that preserve ranks of distances (DRP-codes) and to build digital 

model of memory core of memcomputer. The research of the model is carried out on the process of 

decimal digits recognition by Hopfield net. © COPYRIGHT SPIE. Downloading of the abstract is permitted 

for personal use only. 

 


